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Abstract

In 2 + 1 flat space-time there are 82 pseudoorthogonal coordinate systems allowing for separation of the Klein-Gordon equation by a product ansatz; they were characterized by Kalnins and Miller in connection with the symmetry group of the wave equation. In the present work for those 31 systems, which cannot be reduced to a separating coordinate system in 2 dimensions, coordinate domains and their horizons were constructed. The latter turn out to be lightlike ruled surfaces, generated by the totality of tangents to a lightlike curve. Technically this article adds supplementary global considerations to the local aspect of separability of wave equations by means of projective plain coordinates, dual to the usual point coordinates.
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1. Introduction

Separation of partial differential equations into ordinary ones plays a great rôle not only as a solving technique but, as in the case of various wave
equations, also as a basis for quantization via mode-decomposition. Whenever there is a timelike Killing vector field $\partial/\partial \tau$, the time-dependence of solutions can be separated off by a product ansatz and one can always find a basis of solutions of the form $\exp(\pm i\omega \tau) \times (\text{a function of spatial coordinates})$. In these cases there is a natural concept of positive and negative frequencies.

If there are more than one timelike Killing vector field at least in parts of space-time, ambiguities about positive or negative frequencies may arise and additional criteria must be applied to select a vacuum state. There is a famous example in flat space, the Unruh effect: The (boost) Killing vector field $\tau \cdot \partial/\partial t + x \cdot \partial/\partial x$ is timelike in two “wedges” of space-time, given by $|x| > |t|$ and bounded by lightlike horizons. In these domains the parameter along its trajectories is a non-inertial time coordinate. This time coordinate together with space coordinates orthogonal to it were introduced by Rindler as comoving coordinates for uniformly accelerated observers [1].

A nonstandard Quantum Field Theory (QFT) in a Rindler wedge in flat space-time was constructed in 1973 by Fulling [2], applying explicitly a mode decomposition with respect to Rindler time. He found that the quantum (“particle”) states obtained thus, particularly the vacuum state, are not equivalent to the states of the usual Minkowski QFT. In 1976 Unruh [3] found that the Minkowski vacuum appears as a thermal state in the “Fulling-Rindler QFT” with a temperature proportional to the proper acceleration of the observers on Rindler time trajectories. The great importance of this phenomenon lies in its close relationship to the Hawking effect, the thermal radiation of black holes.

Later, by a completely different approach, Bisognano and Wichmann [4] showed that the thermal nature of the Minkowski vacuum for uniformly accelerated observers is connected with the fact that the boundaries of Rindler wedges are “bifurcate Killing horizons”. Such horizons are accompanied by asymptotically stationary regions, so their occurrence always signals a rather natural definition at least of in- and outgoing particle states, even in curved space-times [5]. Whereas in Fulling’s calculations, using explicitly different coordinate systems, local transformations of coordinates appear to be fundamental, in the second approach the global aspect, that is the boundedness of the space-time domains by horizons, is dominant from the beginning.

Among the systems allowing for separation of the Klein-Gordon equation in flat space-time there are a few ones with a Killing time coordinate, generically separating coordinates are characterized by symmetric Killing tensor fields of order two. They were discovered by Stäckel [6] in connection with the separability of the Hamilton-Jacobi equation where
they give rise to constants of motion. Their significance for the separation of wave equations was studied by Eisenhart [7]; and, more recently, Benenti and Francaviglia [8, 9] performed extensive studies on Killing tensors in general relativistic systems.

When time translation is not an isometry some of the different attempts to generalize the concept of particles (for example [10]) predict particle creation in the course of time, others do not. For an eventual study of QFT restricted to the domain of separating coordinate systems the first step is an investigation of the global structure — this is the main content of this paper.

2. Geometric Classification

In two dimensional flat space-time there are 10 pseudo-orthogonal systems of separating coordinates which were summarized and described in [11] and [12]. The pseudo-orthogonal coordinate systems in three dimensions leading to a separation of the Klein-Gordon equation were described and classified by Kalnins and Miller [13] in the following way: From the inhomogeneous Laplace (Helmholtz) equation it is known to separate only if coordinates are labelling families of confocal surfaces of order two, so-called quadrics (or their limits) given by

\[
\frac{x^2}{\lambda - a_1} + \frac{y^2}{\lambda - a_2} + \frac{z^2}{\lambda - a_3} = 1, \quad a_i = \text{const}
\]  

in terms of cartesian coordinates \(x, y, z\). The homogeneous Laplace and the massless Klein-Gordon equation admit more general separable systems, the latter one even nonorthogonal ones [14].

The more general orthogonal systems were obtained by Kalnins and Miller by applying transformations belonging to the conformal group \(O(3,2)\), the symmetry group of the wave equation, to (1). The Killing tensors mentioned in the introduction, which are associated to separable coordinate systems, appear as elements of the enveloping algebra of the corresponding Lie algebra. The result contains also confocal families of curves of fourth order (cyclides), where the wave equation is not separable in the ordinary sense, but R-separable, that is, by an ansatz \(e^{Q(\mu, \nu, \rho)} A(\mu)B(\nu)C(\rho)\), where \(\mu, \nu, \) and \(\rho\) are separable coordinates. In the present work attention is restricted to confocal families of quadrics, or equivalently, to ordinary separability.

To find a complete list of such coordinate systems it is convenient to introduce homogeneous or projective coordinates by replacing \(t, x, y\) by \(t/u, x/u\) and \(y/u\), respectively, and then to multiply (1) by \(u^2\), so that a
general quadric in three dimensions is given by a homogeneous quadratic form in four dimensions,

\[
Q_{ik} x^i x^k = 0, \quad x^i = t, x, y, u.
\]  

(2)

Geometrically this means that infinity is included; \( u = 1 \) refers to 3-dimensional Minkowski space imbedded into 4-dimensional projective space, whereas \( u = 0 \) represents infinity. Then confocal families of quadrics can be classified by systematically going through the Jordan normal forms of \( Q_{ik} \) or the sets of invariants [15], the Segre characteristics, where the dimensions of the occurring Jordan blocks are written into a square bracket. (Kalnins and Miller had transformed the equations of quadrics and cyclides to homogeneous quadratic forms in a 5-dimensional space (pentaspherical coordinates) and considered the corresponding sets of invariants rather than those of (2), because in five dimensions the conformal transformations of 3-dimensional space are represented linearly.)

In the present paper (2) was transformed in a second step to homogeneous plane coordinates. From this dual point of view, a surface given by \( Q_{ik} x^i x^k = 0 \) in (homogeneous) point coordinates \( x^i \) can be described as the enveloping surface of its tangent planes. The corresponding equations in homogeneous plane coordinates \( a_i \) are given by

\[
\tilde{Q}^{ik} a_i a_k = 0,
\]

(3)

where \( \tilde{Q} = (Q^{-1})^T = Q^{-1} \) for a nonsingular symmetric matrix \( Q \), and where \((a_0, a_1, a_2, a_3)\) are the components of the normal covectors to the tangent planes of the surface. If we take, for example, the family of surfaces labelled by the coordinate \( \mu \), it turns out that \( \tilde{Q} \) always consists of two parts in a natural way;

\[
\tilde{Q}^{ik} a_i a_k = f(\mu) [\mu \cdot \tilde{Q}_1^{ik} a_i a_k + \tilde{Q}_2^{ik} a_i a_k] = 0.
\]

(4)

The first part set equal to zero,

\[
\tilde{Q}_1^{ik} a_i a_k \equiv a_0^2 - a_1^2 - a_2^2 = 0,
\]

(5)

is the equation of a lightcone in homogeneous plane coordinates, the absolute of every confocal family. The other equation,

\[
\tilde{Q}_2^{ik} a_i a_k = 0,
\]

(6)

is characteristic for the special family of quadrics under consideration.

For the following classification of confocal families of quadrics by means of invariants, carried out in dual form, it is convenient to take over the equation of the absolute, which arises in a natural way in (4), to homo-
geneous point coordinates and write down an eigenvalue equation analogous to (4),
\[(Q_1 - \lambda Q)_{ik} x^i x^k = 0\] (7)
with $Q_1$ denoting again the absolute. The position of $\lambda$ is at $Q$ because in the cases of interest here the $4 \times 4$-matrix $Q$, defined in (2), is regular. So the matrix in (7) may be multiplied by $Q^{-1}$, and the set of invariants (the Segre characteristic) of the resulting matrix,
\[Q^{-1}Q_1 - \lambda 1 = \tilde{Q}Q_1 - \lambda 1,\] (8)
contains the essential geometric information about the corresponding family of quadrics, encoding its behaviour at infinity. In general the intersection of a quadric with the plane at infinity, its contour at infinity, is a (real or complex) conic section.

As the quadratic form $Q_1$ of the lightcone has rank three one of the eigenvalues of $\tilde{Q}Q_1$ is always equal to zero. If the multiplicity of zero is one, the quadrics are ellipsoids or hyperboloids, if it is 2, 3, or 4, they are paraboloids and the contour at infinity degenerates to a pair of straight lines.

The way how the Segre characteristic of (8) describes the relation of the contours at infinity of a confocal family to each other, and particularly, to that of the absolute is given by the following tables.

In the case [1111] and in the parabolic case [211] two eigenvalues of the matrix in (8) may be complex conjugate. Families characterized by two or more equal eigenvalues with mutually orthogonal subspaces, conventionally indicated by parentheses, e.g. [(11)1], provide coordinate systems with certain symmetries, not described in this paper.

Further on, the kind of quadrics is revealed by reality conditions: a real non-degenerate contour at infinity stems from a hyperboloid, a complex one from an ellipsoid. In the degenerate case a real contour at infinity indicates a hyperbolic, a complex one an elliptic paraboloid.

Given a real contour at infinity, the intersection points with the absolute may be real or pairwise complex conjugate – this leads to the next refinement in the classification.

Finally, by distinguishing between hyperboloids of one and of two sheets and between spacelike and timelike axes one obtains all classes of conformally equivalent [13] families of confocal quadrics whose combinations constitute orthogonal separating coordinate systems.

In principle the methods of Kalnins and Miller [13] and these methods are equivalent, but dealing only with quadrics the four-dimensional projective space is sufficient and easier to handle than pentaspherical coordinates and it has the advantage to visualize the situations in the plane at
So considering the different cases of contours at infinity, reality conditions, and the possible kinds of intersection with the absolute is helpful to obtain a complete list of confocal families of separating coordinate surfaces of second order. Indeed, a slight incompleteness in [13] was discovered. Furthermore, plane coordinates are the suitable device for the genuine and essential part of this work, the construction of coordinate horizons.

### 3. Coordinate Domains and Horizons

There is an important difference between orthogonal coordinates in proper euclidean spaces and pseudo-orthogonal ones in Minkowski spaces. To establish an orthogonal coordinate system in an $n$-dimensional space with a positive definite metric one needs $n$ coordinate functions. In Minkowski space coordinate (hyper-)surfaces may contain both spacelike and timelike parts and intersect each other orthogonally in the sense of the Lorentz metric within a one-parameter family. Then fewer than $n$ distinct families are involved in a coordinate system. Whereas orthogonal coordinate systems in proper euclidean spaces cover all the space with the eventual exception of lower-dimensional singularities, pseudo-orthogonal coordinate systems may cover only portions of Minkowski space.

It can be argued that the existence of any kind of coordinate horizon is crucially connected to the non-uniqueness of the particle concept of QFTs

---

**Table 1. Ellipsoids and hyperboloids – nondegenerate contours at infinity**

<table>
<thead>
<tr>
<th>Invariants</th>
<th>Geometric characterization</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1111]</td>
<td>General case, intersection in 4 different points</td>
</tr>
<tr>
<td>[211]</td>
<td>Coincidence of 2 intersection points, single contact</td>
</tr>
<tr>
<td>[31]</td>
<td>Triple contact, osculation</td>
</tr>
</tbody>
</table>

**Table 2. Paraboloids – at least 2 equal eigenvalues ($\lambda = 0$), degenerate contours at infinity**

<table>
<thead>
<tr>
<th>Invariants</th>
<th>Geometric characterization</th>
</tr>
</thead>
<tbody>
<tr>
<td>[211]</td>
<td>Intersection in 4 distinct points</td>
</tr>
<tr>
<td>[22]</td>
<td>Single contact</td>
</tr>
<tr>
<td>[31]</td>
<td>Axes of paraboloids are lightlike (intersection point of the two lines at infinity is on the absolute contour at infinity), double intersection</td>
</tr>
<tr>
<td>[4]</td>
<td>Axes of paraboloids are lightlike, single contact</td>
</tr>
</tbody>
</table>
based on different coordinate systems [16]. The Unruh-effect may be established by considering the information cut off by the horizon. The negative energy densities of the vacuum states, defined with respect to non-inertial coordinates covering only parts of the Minkowski space, can be related also to the Casimir effect [17, 18].

In two space-time dimensions the horizons of the separating coordinates are simply lightlike lines – characteristics of the wave equation – so that the coordinate domains are half-planes, wedges or squares. In three dimensions in general horizons are lightlike 2-surfaces generated by lightrays. In the dual description they arise naturally as enveloping surfaces of lightlike planes which are either asymptotic or tangent to the coordinate surfaces.

Usually a family of confocal quadrics can intersect with another one in a certain domain and with a third one in a different domain, so extending to more than one coordinate patch. Disjoint domains parametrized by overlapping coordinate functions are distinguished by lower case roman numbers in Section 5. Therefore coordinate surfaces may either touch the boundary of a given coordinate patch or extend beyond it and touch the horizon somewhere else, away from this domain. In the first case, when surfaces remain entirely inside a coordinate domain, they contain spacelike and timelike parts and only one or two families are sufficient for a coordinate system. In the second case only spacelike or timelike parts of the quadrics lie in a certain domain. If the coordinate surfaces approach the horizon asymptotically, they are spacelike or timelike as a whole.

4. Construction Procedure of the Horizons

The coordinate systems were introduced in [13] by expressing the Minkowski coordinates \( t, x, y \) as functions of the three curvilinear separating coordinates \( \mu, \nu, \rho \). They will be investigated one by one in the following way:

1. The coordinate surfaces are calculated explicitly in terms of the Minkowski coordinates.
2. The equations of the coordinate surfaces are transformed to homogeneous coordinates \( x^i = (t, x, y, u) \), so that they assume the form (4).
3. (4) denotes the equation for all the tangent planes to a surface \( \mu = \text{const} \). To obtain the tangent planes common to all the surfaces of a family one must assume the validity of the equation for every \( \mu \). So (5) and (6) must hold simultaneously. As \( Q_1 \) denotes a lightcone, the geometric meaning is that the common tangent planes are tangent to a lightcone, too. From (5) and (6) two of the four \( a_i \)'s can be eliminated,
Furthermore it turns out that the equations of the common tangent planes,
\[ a_i x^i = 0, \quad i = 0, 1, 2, 3, \quad (9) \]
can always be expressed by the ratio of the remaining two \( a_i \)'s; usually \( k := a_1/a_0 \) will be taken. So one obtains a one-parameter family of lightlike planes.

4. The equations of an enveloping surface of these common tangent planes have the form
\[
\begin{align*}
t &= \lambda f_0(k) + g_0(k) \quad \text{usually} \\
x &= \lambda f_1(k) + g_1(k), \quad f_2(k) \equiv 1, g_2(k) \equiv 0 \\
y &= \lambda f_2(k) + g_2(k) \quad \text{is chosen.}
\end{align*}
\]

From the linearity of these equations in \( \lambda \) it can immediately be seen that the enveloping surfaces are ruled surfaces, ruled by light rays. The parameter \( k \) varies from line to line, and \( \lambda \) is the parameter along the lines. These enveloping surfaces are the horizons for the coordinate system under consideration.

5. The generating straight lines of the horizons turn out to have always an enveloping curve, so the surfaces are analogous to developable surfaces in euclidean space (they are isometric to a null plane) and the enveloping curves of their generators are their edges of regression, so that, in turn, the horizons are generated by the totality of tangents to a lightlike curve.

6. Having drawn the horizons by computer graphics, it is not immediately obvious which part of them actually bounds a given coordinate patch. So often further considerations are necessary; sometimes it is helpful to find out whether a coordinate system covers parts of some Minkowski coordinate axis or plane.

7. At last the metric coefficients in terms of the separating coordinates are calculated; it depends on the definition interval of \( \mu, \nu, \) and \( \rho \), which of them is the timelike coordinate in a particular case.

5. Horizons – Actual Construction

In the following the horizons of the quadratic coordinate surfaces listed by Kalnins and Miller are investigated. The enumeration of the systems refers to [13]; as only coordinate systems rendering the massive Klein-Gordon equation separable in the ordinary sense are considered here, and the Kalnins-Miller case (A) deals with coordinates leading to
R-separation of the massless equation, the present list begins with (B). As noted before, it is also restricted to the geometrically most interesting “genuinely three-dimensional” cases (B.1)–(F.1) and (G), the remainder contains symmetric coordinate systems which have a radial coordinate or may be obtained from two-dimensional ones. Their horizons are planes and cones.

Coordinate systems distinguished by an asterisk in front of their number do not occur in [13], systems marked by a “c” were recognized as conformally equivalent to another one in the sense of containing the same types and arrangements of quadrics, up to some rescaling of lengths and eventually a rotation by $\pi/2$ around the $t$-axis.

**B.1** The structure of invariants in this group is $[1111]$, in (f) two of the eigenvalues are complex conjugate, denoted by $[11]$. The coordinate surfaces are arranged in one, two, or three families of hyperboloids of one or two sheets with fixed $(a^e)$ or varying $(f)$ axes and one family of ellipsoids.

**B.1.a** **Defining equations:**

**Coordinate surfaces:**

$$
\begin{align*}
  t^2 &= \frac{(\mu - a)(\nu - a)(\rho - a)}{a(a - 1)}, \\
  \chi^2 &= \frac{(\mu - 1)(\nu - 1)(\rho - 1)}{a - 1}, \\
  y^2 &= \frac{-\mu \nu \rho}{a}; \\
  -\infty < \nu < 0 < \rho < 1 < a < \mu < \infty.
\end{align*}
$$

**Coordinate domain:** There are three mutually pseudoorthogonal families of hyperboloids, covering the whole space-time with the exception of two-dimensional areas bounded by their focal curves. The common tangent planes are complex.

**Metric** for (a)–(d):

$$
\begin{align*}
  ds^2 &= \frac{1}{4} \left[ \frac{(\mu - \nu)(\mu - \rho)}{\mu(\mu - 1)(\mu - a)} \, d\mu^2 - \frac{(\mu - \nu)(\rho - \nu)}{(-\nu)(1 - \nu)(a - \nu)} \, d\nu^2 \\
  &\quad - \frac{(\mu - \rho)(\rho - \nu)}{\rho(1 - \rho)(a - \rho)} \, d\rho^2 \right].
\end{align*}
$$

$\mu$ is timelike over its whole range, $\nu$ and $\rho$ are spacelike.

• **B.1.b** Equivalent to (a).
(B.1.c.i) This is the first example with only two families of coordinate surfaces and a real coordinate horizon. Here the calculations outlined in paragraph 4 will be demonstrated step by step as a representative for all the other systems. The defining equations are valid for all of (B.1.c).

**Defining equations:****

\[ t^2 = \frac{\mu \nu \rho}{a}, \]

\[ x^2 = \frac{(\mu - a)(a - \nu)(\rho - a)}{a(a - 1)}, \]

\[ y^2 = \frac{(\mu - 1)(\nu - 1)(\rho - 1)}{a - 1}. \]

As the equations of the surfaces labelled by \( \mu \) and by \( \rho \) are identical (they describe hyperboloids of two sheets belonging to the same family), one of them was omitted.

The matrix \( Q \) introduced in (2) of the first family of surfaces is given by

\[ Q = \text{diag} \left( -\frac{1}{a}, -\frac{1}{\mu - a}, -\frac{1}{\mu - 1}, -1 \right), \]

the corresponding equation in homogeneous plane coordinates (4) is

\[ \mu a_0^2 - (\mu - a)a^2_1 - (\mu - 1)a^2_2 - a^2_3 = 0. \]

For the tangent planes common to all the surfaces

\[ a_0^2 - a_1^2 - a_2^2 = 0 \quad \text{and} \quad aa^2_1 + a^2_2 - a^2_3 = 0 \]

(corresponding to (5) and (6)) must be valid. From this one can derive

\[ a_2 = \pm \sqrt{a_0^2 - a_1^2}, \quad \text{and} \quad a_3 = \pm \sqrt{aa^2_1 - a_2^2}. \]

So the equations of the tangent planes common to the considered family of surfaces assume the form

\[ a_0 t + a_1 x \pm \sqrt{a_0^2 - a_1^2} y \pm \sqrt{aa^2_1 - a_2^2} u = 0 \quad (15a) \]

or

\[ a_0 t + a_1 x \pm \sqrt{a_0^2 - a_1^2} y \mp \sqrt{aa^2_1 - a_2^2} u = 0. \quad (15b) \]
These equations may be divided by $a_0$, then with the definition

$$k := \frac{a_1}{a_0}, \quad -1 \leq k \leq 1,$$

(16)

one obtains $a_2^2/a_0^2 = 1 - k^2$, and the equations of the common tangent planes in homogeneous coordinates are

$$F_\pm := t + k \kappa \pm \sqrt{1 - k^2} \gamma \pm \sqrt{1 + (a - 1)k^2} u = 0$$

(17a)

or

$$G_\pm := t + k \kappa \pm \sqrt{1 - k^2} \gamma \mp \sqrt{1 + (a - 1)k^2} u = 0.$$

(17b)

They describe four one-parameter families of lightlike planes.

Their enveloping surfaces are found by $F_\pm = 0$ together with $\partial F_\pm / \partial k = 0$, or $G_\pm = 0$ and $\partial G_\pm / \partial k = 0$, respectively. Returning to three cartesian coordinates by setting $u = 1$ and using $y$ as parameter ($y \equiv \lambda$) one obtains equations of the horizons in a two-parameter form, where $\lambda$ is the parameter along the rules generating them:

$$t = \mp \frac{\lambda}{\sqrt{1 - k^2}} \mp \frac{1}{\sqrt{1 + (a - 1)k^2}}, \quad t = \pm \frac{\lambda}{\sqrt{1 - k^2}} \pm \frac{1}{\sqrt{1 + (a - 1)k^2}},$$

$$\kappa = \pm \frac{k \lambda}{\sqrt{1 - k^2}} \mp \frac{(a - 1)k}{\sqrt{1 + (a - 1)k^2}}, \quad \kappa = \pm \frac{k \lambda}{\sqrt{1 - k^2}} \pm \frac{(a - 1)k}{\sqrt{1 + (a - 1)k^2}},$$

$$y = \lambda, \quad y = \lambda.$$

Two pairs out of these four surfaces match together smoothly so that there are in fact two connected surfaces intersecting each other in the $(\kappa, y)$-plane (see Fig. 1). These surfaces are real sheets or mantles of one single algebraic surface of eighth order which passes twice through the absolute as well as through the three focal conics of the families of coordinate surfaces. At infinity, where $u = 0$, one would again obtain the equation of a lightcone.

As $\partial t / \partial k = 0$ and $\partial \kappa / \partial k = 0$ are compatible, the generating lines of the surfaces have enveloping curves, the edges of regression:

$$t = \mp \frac{a}{[1 + (a - 1)k^2]^{3/2}}, \quad t = \pm \frac{a}{[1 + (a - 1)k^2]^{3/2}},$$

$$\kappa = \mp \frac{a(a - 1)k^3}{[1 + (a - 1)k^2]^{3/2}}, \quad \kappa = \pm \frac{a(a - 1)k^3}{[1 + (a - 1)k^2]^{3/2}},$$

$$y = (a - 1)\left(\frac{1 - k^2}{1 + (a - 1)k^2}\right)^{3/2}, \quad y = -(a - 1)\left(\frac{1 - k^2}{1 + (a - 1)k^2}\right)^{3/2};$$

$$-1 \leq k \leq 1.$$
Fig. 1. (B.1.c), horizons

Fig. 2. (B.1.c), edges of regression
Coordinate domain: From the defining equations of this coordinate system one can see, for example, that \(|t| > \sqrt{a} > 1\), so it covers two disjoint regions of \(\mathbb{R}^3\), lying inside the upper and the lower shells shown in Fig. 1. Figure 2 shows the edges of regression.

The first family of the coordinate surfaces \((\mu = \text{const})\), which are hyperboloids of two sheets, is bounded by the horizon. All these quadrics contain both spacelike and timelike portions; the spacelike part of one of them is intersected by the timelike parts of others. At the borderline between their spacelike and their timelike parts they touch the horizon.

The members of the other family, however, hyperboloids of one sheet with their axes along the \(y\)-axis, extend beyond the horizon. Rather than the boundary of (B.1.c.i), determined by the space-time extension of the family labelled by \(\mu\), they touch its continuation which will be recognized as providing the boundaries of (ii), (iii) and (iv). The spacelike parts of these extended coordinate surfaces lie outside the coordinate domain. This family of surfaces not only links the two disjoint components of the coordinate domain (i) but also belongs to other coordinate systems, treated subsequently—a phenomenon which does not occur in 1+1 dimensions.

**(B.1.c.ii)** \(1 < \nu < \rho < \mu < a\).

There is only one family of hyperboloids of one sheet with spacelike axes intersecting each other pseudo-orthogonally, the family \((\nu)\) of (i).

Coordinate domain: As the values of \(t\), \(x\) and \(y\) are bounded now, the domain must be bounded, from \(1/\sqrt{a} < |t| < a\) it follows that the system covers the two regions with the shape of distorted tetrahedra in Fig. 1.

***(B.1.c.iii)*** \(-\infty < \nu < \rho < 0, 1 < \mu < a\).

There are two families of hyperboloids of one sheet:

\[
\frac{t^2}{\mu} + \frac{x^2}{a - \mu} - \frac{y^2}{\mu - 1} = 1, \quad -\frac{t^2}{-\nu} + \frac{x^2}{a - \nu} + \frac{y^2}{1 - \nu} = 1.
\]

Coordinate domain: Now \(x\) and \(y\) cannot be zero simultaneously, therefore the \(t\)-axis is excluded and the coordinates cover the non simply connected domain in Fig. 1 which contains the \((x, y)\)-plane except the interior of an ellipse.

**(B.1.c.iv)** \(0 < \nu < \rho < 1 < \mu < a\).

There is one family of hyperboloids of one sheet and one of ellipsoids:

\[
\frac{t^2}{\mu} + \frac{x^2}{a - \mu} - \frac{y^2}{\mu - 1} = 1, \quad \frac{t^2}{\nu} + \frac{x^2}{a - \nu} + \frac{y^2}{1 - \nu} = 1.
\]
Coordinate domain: Determined by the ellipsoids among the coordinate surfaces, it is the bounded region in the centre of Fig. 1.

(B.1.d.i) Defining equations:  
\[ t^2 = \frac{(\mu - 1)(\nu - 1)(\rho - 1)}{a - 1}, \quad \frac{t^2}{\mu - 1} + \frac{x^2}{\mu - a} + \frac{y^2}{\mu} = 1, \]
\[ \chi^2 = \frac{(\mu - a)(\nu - a)(\rho - a)}{a(a - 1)}, \quad \frac{t^2}{\nu - 1} + \frac{x^2}{a - \nu} + \frac{y^2}{\nu} = 1; \]
\[ y^2 = \frac{\mu \nu \rho}{a}; \]

There is one family of hyperboloids of one sheet and one of two sheets. Horizons:
\[ t = \pm \frac{\lambda}{\sqrt{1 - k^2}} \pm \frac{1}{\sqrt{1 - ak^2}}, \quad t = \pm \frac{\lambda}{\sqrt{1 - k^2}} \pm \frac{1}{\sqrt{1 - ak^2}}, \]
\[ \chi = \pm \frac{k \lambda}{\sqrt{1 - k^2}} \pm \frac{ak}{\sqrt{1 - ak^2}}, \quad \text{or} \quad \chi = \pm \frac{k \lambda}{\sqrt{1 - k^2}} \pm \frac{ak}{\sqrt{1 - ak^2}}, \]
\[ y = \lambda \]

Edges of regression:
\[ t = \pm \frac{a - 1}{(1 - ak^2)^{3/2}}, \quad t = \pm \frac{a - 1}{(1 - ak^2)^{3/2}}, \]
\[ \chi = \pm \frac{a(a - 1)k^3}{(1 - ak^2)^{3/2}}, \quad \text{or} \quad \chi = \pm \frac{a(a - 1)k^3}{(1 - ak^2)^{3/2}}, \]
\[ y = -a \left( \frac{1 - k^2}{1 - ak^2} \right)^{3/2} \quad y = a \left( \frac{1 - k^2}{1 - ak^2} \right)^{3/2} \]

with
\[ -\frac{1}{\sqrt{a}} < k < \frac{1}{\sqrt{a}}. \]

Coordinate domain: Figure 3 shows the horizons of the systems (B.1.d), Fig. 4 shows their edges of regression. As \( |y| > 1 \) by definition and as \( t \) goes to zero for \( \nu \to 1 \), part of the \((\chi, y)\)-plane is covered by these coordinates. There are two disjoint domains bounded by approximately flat surfaces left and right in Fig. 3.
Coordinate surfaces: One family of hyperboloids with timelike axes.

Coordinate domain: Now $t = 0$ is impossible in the given range of $\mu, \nu, \rho$, therefore the coordinate domain consists of the four small regions between the edges of regression and the intersection line of the almost flat parts of the horizons above and below the domain of (i) (Fig. 3).

(B.1.d.i) $a < \nu < \rho < \mu < \infty$. 

(*Coordinate surfaces:*) One family of hyperboloids with timelike axes.

(*Coordinate domain:*) Now $t = 0$ is impossible in the given range of $\mu, \nu, \rho$, therefore the coordinate domain consists of the four small regions between the edges of regression and the intersection line of the almost flat parts of the horizons above and below the domain of (i) (Fig. 3).
*(B.1.d.iii) $-\infty < \nu < \rho < 0, a < \mu$.

*Coordinate surfaces:* One family of hyperboloids of one sheet and one of two sheets, both with timelike axes.

\[- \frac{t^2}{\mu - 1} + \frac{x^2}{\mu - a} + \frac{y^2}{\mu} = 1, \quad \frac{t^2}{1 - \nu} - \frac{x^2}{a - \nu} - \frac{y^2}{\nu} = 1.\]

*Coordinate domain:* $t$ cannot be zero, the domain is the interior of the shell opening upwards, respectively downwards, in Fig. 3.

*(B.1.d.iv) $0 < \nu < \rho < 1, a < \mu$.

*Coordinate surfaces:* Two families of hyperboloids of one sheet with timelike and spacelike axes each.

\[- \frac{t^2}{\mu - 1} + \frac{x^2}{\mu - a} + \frac{y^2}{\mu} = 1, \quad \frac{t^2}{1 - \nu} - \frac{x^2}{a - \nu} + \frac{y^2}{\nu} = 1.\]

*Coordinate domain:* The $x$-axis is contained in it, therefore it is the “tube” in the centre of Fig. 3 where the viewer looks through.

○(B.1.e) Equivalent to (B.1.d.iv).

(B.1.f.i) *Defining equations:*

\[it + x = \sqrt{2} \sqrt{\frac{(\mu - a)(\nu - a)(\rho - a)}{a(a - b)}}, \quad a = \alpha + i\beta,\]

\[y^2 = \frac{\mu\nu\rho}{ab}; \quad b = \alpha - i\beta;\]

\[0 < \nu < \rho < \mu < \infty.\]

*Coordinate surfaces:*

\[- \frac{\mu - \alpha}{(\mu - \alpha)^2 + \beta^2} t^2 - \frac{2\beta t x}{(\mu - \alpha)^2 + \beta^2} + \frac{\mu - \alpha}{(\mu - \alpha)^2 + \beta^2} x^2 + \frac{y^2}{\mu} = 1.\]

These are hyperboloids of one sheet whose axes vary with the labelling parameter. They are timelike for the parameter $\mu$ (or $\nu$ or $\rho$) being greater than $\alpha$ and spacelike for parameter values less than $\alpha$. For $\mu \to \infty$ the axis approaches the $t$-axis. At $\mu = \alpha$ the coefficients of $t^2$ and $x^2$ change sign, but as $\mu = \alpha$ does not denote a focal plane (two of them are complex) this parameter value labels a nondegenerate hyperboloid and does not separate distinct families of quadrics.
Horizons:
\[
\begin{align*}
\hat{t} &= \pm \frac{\lambda}{\sqrt{1-k^2}} \pm \frac{\beta k - \alpha}{\sqrt{\alpha - 2\beta k - \alpha k^2}}, \\
\hat{x} &= \pm \frac{k\lambda}{\sqrt{1-k^2}} \pm \frac{\alpha k + \beta}{\sqrt{\alpha - 2\beta k - \alpha k^2}}, \\
\hat{y} &= \lambda
\end{align*}
\]

Edges of regression:
\[
\begin{align*}
\hat{t} &= \pm \beta \frac{\alpha k^3 + 3\beta k^2 - 3\alpha k - \beta}{(\alpha - 2\beta k - \alpha k^2)^{3/2}}, \\
\hat{x} &= \pm \beta \frac{\beta k^3 - 3\alpha k^2 - 3\beta k + \alpha}{(\alpha - 2\beta k - \alpha k^2)^{3/2}}, \\
\hat{y} &= -(\alpha^2 + \beta^2) \left(\frac{1-k^2}{\alpha - 2\beta k - \alpha k^2}\right)^{3/2}
\end{align*}
\]
the definition interval of \(k\) depends on the sign of \(\beta\):
\[
\beta < 0 : -\frac{\beta}{\alpha} - \sqrt{1 + \left(\frac{\beta}{\alpha}\right)^2} < k < 1, \\
\beta > 0 : -1 < k < -\frac{\beta}{\alpha} + \sqrt{1 + \left(\frac{\beta}{\alpha}\right)^2}.
\]

Coordinate domain: From the equations of the coordinate surfaces it is seen that \(t = 0\) is possible, so the coordinate domain consists of the two components left and right in Fig. 5 which contain part of the \((x, y)\)-plane.

Metric for (I):
\[
ds^2 = \frac{1}{4} \left[ \frac{(\mu - \rho)(\rho - \nu)}{\rho[(\rho - \alpha)^2 + \beta^2]} \, d\rho^2 - \frac{(\mu - \nu)(\mu - \rho)}{\mu[(\mu - \alpha)^2 + \beta^2]} \, d\mu^2 - \frac{(\mu - \nu)(\rho - \nu)}{\nu[(\nu - \alpha)^2 + \beta^2]} \, d\nu^2 \right].
\]

(B.1.f.ii) \(-\infty < \nu < \rho < 0 < \mu < \infty\).

Coordinate surfaces:
\[
\begin{align*}
-\frac{\mu - \alpha}{(\mu - \alpha)^2 + \beta^2} \hat{x}^2 - \frac{2\beta t x}{(\mu - \alpha)^2 + \beta^2} + \frac{\mu - \alpha}{(\mu - \alpha)^2 + \beta^2} \hat{y}^2 + \frac{\mu}{\mu} = 1, \\
-\frac{\alpha - \nu}{(\alpha - \nu)^2 + \beta^2} t^2 - \frac{2\beta t x}{(\alpha - \nu)^2 + \beta^2} - \frac{\alpha - \nu}{(\alpha - \nu)^2 + \beta^2} \hat{x}^2 - \frac{\nu}{\nu} = 1.
\end{align*}
\]
Fig. 5. (B.1.f), horizons

Fig. 6. (B.1.f), edges of regression
There is one family of hyperboloids of one and one of two sheets with timelike axes. 

**Coordinate domain:** In the first equation the coefficients of \( t^2 \) and \( x^2 \) can assume both signs but in the second one they are fixed, so \( t = 0 \) is impossible and the coordinate system is bounded away from the \((x, y)\)-plane by the upper, respectively the lower, shell in Fig. 5.

\( \circ (B.1.g) \) Equivalent to (B.1.f.i)

(C) The following group of paraboloidal systems is denoted by (C), (C.1), and (C.2) in [13] (rather than (C.1), (C.2), and (C.3)). The interesting cases are contained in (C). The invariants are [211] for \((a-c)\) and [211] for \((d)\). \( a_3 \) appears linearly in Eq. (6), so the tangent planes common to the coordinate surfaces are given by two functions rather than by four, as in (B.1). Compared with (B.1.c,d) in (C.a,b,c) one component of the horizon has moved away to infinity. The metric coefficients, given in (a.i), have the same form in all of (C.a,b,c).

\[ \begin{align*}
(C.1) & \quad \text{Defining equations:} & \quad \text{Coordinate surfaces:} \\
2t &= -\mu - \nu - \rho, & \quad \frac{x^2}{1-\mu} - \frac{y^2}{\mu} = 2t + \mu + 1; \\
x &= \pm \sqrt{(1-\mu)(1-\nu)(1-\rho)}, & \quad y = \pm \sqrt{\mu \nu \rho}. \\
0 &< \nu < \rho < \mu < 1.
\end{align*} \]

There is only one family of hyperbolic paraboloids.

**Horizons:**

\[ \begin{align*}
t &= \mp \frac{\lambda}{\sqrt{1-k^2}} + \frac{1}{2} (k^2 - 1), & \quad t &= -\frac{3}{2} (1 - k^2), \\
x &= \pm \frac{k \lambda}{\sqrt{1-k^2}} - k, & \quad x &= -k^3, \\
y &= \lambda. & \quad y &= \pm (1 - k^2)^{3/2}. \\
-1 &\leq k \leq 1.
\end{align*} \]

The enveloping surfaces of the common lightlike tangent planes are shown in Fig. 7, their edges of regression in Fig. 8.

**Coordinate domains:** As \( t \) is bounded by \(-3/2 < t < 0\), the coordinate domain is a distorted tetrahedral region shown in the centre of Fig. 7.
Metric:
\[ ds^2 = -\frac{(\mu - \rho)(\mu - \nu)}{4\mu(1 - \mu)} \, d\mu^2 - \frac{(\mu - \nu)(\rho - \nu)}{4\nu(1 - \nu)} \, d\nu^2 + \frac{(\rho - \nu)(\mu - \rho)}{4\rho(1 - \rho)} \, d\rho^2. \]

\((\text{C.a.ii})\) \(-\infty < \nu < \rho < 0 < \mu < 1.\)
Fig. 9. (C.b), horizons

Fig. 10. (C.b), edges of regression
Coordinate surfaces:
\[
\frac{x^2}{1-\mu} - \frac{y^2}{\mu} - 2t - \mu - 1 = 0, \quad \frac{x^2}{1-\nu} + \frac{y^2}{-\nu} - 2t - \nu - 1 = 0.
\]
These are one family of hyperbolic ($\mu$) and one of elliptic ($\nu, \rho$) paraboloids.

Coordinate domain: As $t > -1/2$, the coordinate domain is the interior of the upper shell in Fig. 7.

\(\mathbf{c(a.iii)}\) Equivalent to (ii), defined in the lower shell in Fig. 7.

\(\mathbf{C.b.i}\) Defining equations:

\begin{align*}
& t = \pm \sqrt{\mu \nu \rho}, \\
& x = \pm \sqrt{(\mu - 1)(\nu - 1)(\rho - 1)}, \\
& 2y = -\mu - \nu - \rho. \\
& 1 < \nu < \rho < \mu < \infty.
\end{align*}

This is one family of hyperbolic paraboloids.

Horizons:

\begin{align*}
& t = \mp \frac{\lambda}{\sqrt{1 - k^2}} + \frac{1}{k}, \\
& x = \lambda, \\
& y = \pm \frac{k\lambda}{\sqrt{1 - k^2}} - \frac{1}{2k^2} - 1.
\end{align*}

Edges of regression:

\begin{align*}
& t = \frac{1}{k^3}, \\
& x = \mp \left(1 - k^2\right)^{3/2}, \\
& y = -\frac{3}{2k^2}.
\end{align*}

\begin{align*}
& -1 < k < 0, \quad 0 < k < 1.
\end{align*}

Coordinate domain: The horizons are shown in Fig. 9, their edges of regression in Fig. 10. Here $y < -3/2$ and $|t| > 1$, so the coordinate domain consists of the two small regions next to the edges of regression in Fig. 9.

\(\mathbf{C.b.ii}\) $0 < \nu < \rho < 1 < \mu < \infty$.

Coordinate surfaces:

\begin{align*}
& -\frac{t^2}{\mu} + \frac{x^2}{\mu - 1} - 2y - \mu - 1 = 0, \\
& -\frac{t^2}{\nu} - \frac{x^2}{1 - \nu} - 2y - \nu - 1 = 0.
\end{align*}

This is one family of hyperbolic ($\mu$) and one family of elliptic ($\nu, \rho$) paraboloids.
**Coordinate domain:** For every value of \( y < -1/2 \) \( t = 0 \) is possible, so the coordinate domain lies between the components of the preceding one on the left hand side of Fig. 9, its edges consist of the two focal parabolas of the families of paraboloids.

\[(C.b.iii) \quad -\infty < \nu < \rho < 0, 1 < \mu < \infty.\]

**Coordinate surfaces:**

\[-\frac{t^2}{\mu} + \frac{x^2}{\mu - 1} - 2y - \mu - 1 = 0, \quad \frac{t^2}{-\nu} - \frac{x^2}{1 - \nu} - 2y - \nu - 1 = 0.\]

These are two families of hyperbolic paraboloids.

**Coordinate domain:** Now \( y \) can assume every real value, the coordinate domain lies between the two shells on the right hand side in Fig. 9.

\[\circ(C.c) \quad \text{Equivalent to (C.b.iii)}\]

\[\circ(C.d) \quad \text{Defining equations:}\]

\[(x + it)^2 = -2\frac{(\mu - a)(\rho - a)(\nu - a)}{b - a}, \quad a = \alpha + i\beta,\]

\[(x - it)^2 = -2\frac{(\mu - b)(\rho - b)(\nu - b)}{a - b}, \quad b = \alpha - i\beta,\]

\[y = \frac{1}{2}(\mu + \nu + \rho); \quad -\infty < \nu < \rho < \mu < \infty.\]

There is one family of coordinate surfaces, hyperbolic paraboloids,

\[-\frac{\mu - \alpha}{(\mu - \alpha)^2 + \beta^2}t^2 + \frac{2\beta t x}{(\mu - \alpha)^2 + \beta^2} - \frac{\mu - \alpha}{(\mu - \alpha)^2 + \beta^2}x^2 - 2y + \mu + 2\alpha = 0.\]

**Horizons:**

\[t = \pm \frac{\lambda}{\sqrt{1 - k^2}} \pm \frac{3\alpha}{2\sqrt{1 - k^2}} \pm \frac{\beta k^3}{(1 - k^2)^{3/2}}, \quad t = \pm \frac{(3 - k^2)k\beta}{(1 - k^2)^{3/2}};\]

\[\alpha = \pm \frac{k\lambda}{\sqrt{1 - k^2}} \pm \frac{3\alpha k}{2\sqrt{1 - k^2}} \pm \frac{\beta}{(1 - k^2)^{3/2}}, \quad \alpha = \pm \frac{3k^2 - 1}{(1 - k^2)^{3/2}} \beta;\]

\[y = \lambda.\]

**Edges of regression:**

\[y = \frac{3\alpha}{2} + \frac{3k\beta}{1 - k^2}.\]
Coordinate domain: The two components with their edge of regression are shown in Fig. 11.

Metric:

\[ ds^2 = \frac{1}{4} \left[ \frac{(\mu - \rho)(\rho - \nu)}{(\rho - a)(\rho - b)} d\rho^2 - \frac{(\mu - \nu)(\mu - \rho)}{(\mu - a)(\mu - b)} d\mu^2 \right] \]

\[ - \frac{(\mu - \nu)(\rho - \nu)}{(\nu - a)(\nu - b)} d\nu^2. \]

(D.1) In this group of hyperbolic coordinate systems with invariants [211] one of the lightlike planes \( t = x \) or \( t = -x \) is approached when one of the \((\mu, \nu, \rho)\)-coordinates approaches a boundary value. So one of these planes is an additional boundary to some coordinate patches. As one of the simple eigenvalues is zero, complex conjugate eigenvalues cannot occur here. The coordinate surfaces are hyperboloids of one or two sheets with variable axes. The metric has the same in all of (D).

(D.1.a.i) Defining equations:

\[ (t + x)^2 = (\mu - 1)(\nu - 1)(\rho - 1), \]

\[ x^2 - \rho^2 = \mu + \nu + \rho - \mu \nu \rho - 2, \quad 0 < \nu < \rho < 1 < \mu < \infty. \]

\[ y = \pm \sqrt{\mu \nu \rho}; \]

Here both \( \mu \to 1 \) and \( \rho \to 1 \) correspond to the plane \( t = -x \) which contributes to the coordinate horizon.
Coordinate surfaces:
\[
\frac{2 - \mu}{\mu - 1} t^2 + \frac{2}{\mu - 1} t \chi + \frac{\mu}{\mu - 1} \chi^2 + \frac{\mu - 1}{\mu} y^2 - \mu + 1 = 0, \\
\frac{2 - \nu}{1 - \nu} t^2 + \frac{2}{1 - \nu} t \chi + \frac{\nu}{1 - \nu} \chi^2 + \frac{1 - \nu}{\nu} y^2 + \nu - 1 = 0.
\]
These are two families of hyperboids of one sheet.

Horizons:
\[
t = \mp \frac{\lambda}{\sqrt{1 - k^2}} \pm \sqrt{\frac{k}{2(1 - k)}}, \quad t = \mp \frac{\lambda}{\sqrt{1 - k^2}} \pm \sqrt{\frac{k}{2(1 - k)}},
\]
\[
\chi = \pm \frac{\kappa \lambda}{\sqrt{1 - k^2}} \pm \frac{1 - 2k}{\sqrt{2k(1 - k)}}, \quad \text{or} \quad \chi = \pm \frac{\kappa \lambda}{\sqrt{1 - k^2}} \pm \frac{1 - 2k}{\sqrt{2k(1 - k)}},
\]
\[
y = \lambda \quad \text{or} \quad y = \lambda.
\]

Edges of regression:
\[
t = \mp \frac{(1 + 2k) \sqrt{1 - k}}{(2k)^{3/2}}, \quad t = \mp \frac{(1 + 2k) \sqrt{1 - k}}{(2k)^{3/2}},
\]
\[
\chi = \mp \frac{3 \sqrt{1 - k}}{2^{3/2} \sqrt{k}}, \quad \text{or} \quad \chi = \pm \frac{3 \sqrt{1 - k}}{2^{3/2} \sqrt{k}},
\]
\[
y = - \left( \frac{1 + k}{2k} \right)^{3/2} \quad \text{or} \quad y = \left( \frac{1 + k}{2k} \right)^{3/2}.
\]

The horizons are shown in Fig. 12, their edges of regression in Fig. 13.

Coordinate domain: For the sake of clarity, an additional sketch (Fig. 14) of one component of the coordinate domains of (i) and (ii) was made. In the present system \( y \) may be zero and \( \chi^2 - t^{-2} < -2 \) is bounded from below.

Metric:
\[
ds^2 = -\frac{1}{4} \left[ \frac{(\mu - \rho)(\mu - \nu)}{\mu(\mu - 1)^2} \, \, d\mu^2 + \frac{(\mu - \nu)(\rho - \nu)}{\nu(\nu - 1)^2} \, \, d\nu^2 \\
- \frac{(\mu - \rho)(\rho - \nu)}{\rho(\rho - 1)^2} \, \, d\rho^2 \right].
\]

\(\text{(D.1.a.ii)}\) \( 1 < \nu < \rho < \mu \). The family of coordinate surfaces is the same as that labelled by \( \mu \) in (i).

Coordinate domain: \( y \) is bounded away from zero, two of the four components of the domain are shown in Fig. 14.
*(D.1.a.iii) $-\infty < \nu < \rho < 0, 1 < \mu$.

**Coordinate surfaces:**

\[
\frac{2 - \mu}{\mu - 1} t^2 + \frac{2}{\mu - 1} t x + \frac{\mu}{\mu - 1} x^2 + \frac{\mu - 1}{\mu} y^2 - \mu + 1 = 0,
\]

\[
\frac{2 - \nu}{1 - \nu} t^2 + \frac{2}{1 - \nu} t x - \frac{\nu}{1 - \nu} x^2 + \frac{1 - \nu}{\nu} y^2 + \nu - 1 = 0.
\]

**Coordinate domain:** $t^2 - x^2 > 1$, the two components of the domain are inside the upper and the lower shell in Fig. 12.

**(D.1.b.i) Defining equations:**

\[
(t + x)^2 = (1 - \mu)(1 - \nu)(1 - \rho),
\]

\[
x^2 - t^2 = \mu + \nu + \rho - \mu \nu \rho - 2, \quad -\infty < \nu < \rho < 0 < \mu < 1.
\]

\[
y = \pm \sqrt{\mu \nu \rho};
\]
Coordinate surfaces:

\[
\frac{\mu}{1-\mu} t^2 + \frac{2}{1-\mu} t x + \frac{2-\mu}{1-\mu} x^2 - \frac{1-\mu}{\mu} y^2 + 1 - \mu = 0,
\]

\[
\frac{-\nu}{1-\nu} t^2 - \frac{2}{1-\nu} t x - \frac{2-\nu}{1-\nu} x^2 - \frac{1-\nu}{-\nu} y^2 + \nu - 1 = 0;
\]

- one family of hyperboloids of one and one of two sheets.

Fig. 13. (D.1.a), edges of regression

Fig. 14. (D.1.a), coordinate domains
Horizons:

\[ t = \pm \frac{\lambda}{\sqrt{1 - k^2}} \pm \frac{2 - k}{\sqrt{2(1 - k)}}, \]

\[ x = \pm \frac{k\lambda}{\sqrt{1 - k^2}} \pm \frac{1}{\sqrt{2(1 - k)}}, \]

or \[ x = \pm \frac{k\lambda}{\sqrt{1 - k^2}} \mp \frac{1}{\sqrt{2(1 - k)}}, \]

\[ y = \lambda \]

\[ y = -\lambda. \]

Edges of regression:

\[ t = \mp \frac{3\sqrt{1 - k}}{2^{3/2}}, \]

\[ x = \pm \frac{(2 + k)\sqrt{1 - k}}{2^{3/2}}, \]

or \[ x = \pm \frac{(2 + k)\sqrt{1 - k}}{2^{3/2}}, \]

\[ y = -\left(\frac{1 + k}{2}\right)^{3/2}, \]

\[ y = \left(\frac{1 + k}{2}\right)^{3/2}. \]

The horizons are shown in Fig. 15, their edges of regression in Fig. 16.
Coordinate domain: $t = 0$ is impossible in the equation of the coordinate surfaces $(\nu)$, so the $(x, y)$-plane is not covered by this system. Therefore its domain lies in the upper and the lower shell, respectively, shown in Fig. 15.

Fig. 16. (D.1.b), edges of regression

Fig. 17. (D.1.b), coordinate domains
(D.1.b.ii) $0 < \nu < 1 < \rho < \mu < \infty$.

**Coordinate surfaces:**

$$
\frac{\mu}{\mu - 1} t^2 + \frac{2}{\mu - 1} t x - \frac{\mu - 2}{\mu - 1} x^2 - \frac{\mu - 1}{\mu} y^2 + \mu - 1 = 0, \\
\frac{\nu}{1 - \nu} t^2 + \frac{2}{1 - \nu} t x + \frac{2 - \nu}{1 - \nu} x^2 - \frac{1 - \nu}{\nu} y^2 + 1 - \nu = 0.
$$

Two families of hyperboloids of one sheet.

**Coordinate domain:** Shown in Fig. 17, it may be found by taking into account that $y$ may assume every real value.

(D.1.b.iii) $0 < \nu < \rho < \mu < 1$. There is one family of hyperboloids of one sheet.

**Coordinate domain:** $y$ is bounded by $0 < |y| < 1$, the domain is shown in Fig. 17.

○(D.1.c) Equivalent to (a.i).

(D.1.d) **Defining equations:**

$$(t + x)^2 = (\mu - 1)(1 - \nu)(1 - \rho),$$

$$t^2 - x^2 = \mu + \nu + \rho - \mu \nu \rho - 2, \quad -\infty < \nu < 0 < \rho < 1 < \mu < \infty.$$  

$$y = \pm \sqrt{-\mu \nu \rho};$$

**Coordinate surfaces:**

$$
\frac{\mu}{\mu - 1} t^2 + \frac{2}{\mu - 1} t x + \frac{2 - \mu}{\mu - 1} x^2 - \frac{\mu - 1}{\mu} y^2 + \mu - 1 = 0, \\
-\frac{\nu}{1 - \nu} t^2 + \frac{2}{1 - \nu} t x + \frac{2 - \nu}{1 - \nu} x^2 + \frac{1 - \nu}{\nu} y^2 + \nu - 1 = 0, \\
\frac{\rho}{1 - \rho} t^2 + \frac{2}{1 - \rho} t x + \frac{2 - \rho}{1 - \rho} x^2 - \frac{1 - \rho}{\rho} y^2 + \rho - 1 = 0.
$$

One family of hyperboloids of one sheet, two of two sheets.

**Coordinate domain:** From (6) it follows that $a_3^2 = 2a_0(a_1 - a_0)$ which is $\leq 0$. So $a_1$ must be equal to $a_0$ and the quadrics have only one common asymptotic plane $(t = -\infty)$. There is no further horizon and two copies of this system are sufficient to cover the whole Minkowski space.

(E.1) This is a group of paraboloidal coordinate systems with the invariants [31], the coordinate surfaces are arranged either in one family of elliptic and one of hyperbolic paraboloids, or in only one family of hyperbolic paraboloids. There is only one type of coordinate horizon, its edge
of regression consists of two infinite, smooth curves. The coordinate domains lie in one of the half-spaces \( t > x \) or \( t < x \).

**(E.1.a.i)** Defining equations:

\[
2(t + x) = \mu \nu + \mu \rho + \nu \rho - \frac{1}{2} (\mu^2 + \nu^2 + \rho^2),
\]

\[
2(x - t) = \mu + \nu + \rho, \quad -\infty < \nu < 0 < \rho < \mu < \infty.
\]

\[y^2 = -\mu \nu \rho;\]

Coordinate surfaces:

\[(x - t - \mu)^2 + t + x + \frac{y^2}{\mu} = 0, \quad (x - t - \nu)^2 + t + x - \frac{y^2}{-\nu} = 0;\]

– one family of elliptic, one of hyperbolic paraboloids. The equations of the enveloping surfaces of the common lightlike tangent planes are simplified by the use of the lightlike coordinates \( t - x \) and \( t + x \).

**Horizons:**

\[t - x = \mp k \lambda + \frac{3}{4 k^4},\]

\[t + x = \frac{\lambda}{k} - \frac{1}{2 k^6};\]

\[y = \frac{3}{k^5}.\]

**Edges of regression:**

\[t - x = \frac{15}{4 k^4},\]

\[t + x = \frac{5}{2 k^6};\]

\[y = \frac{3}{k^5}.\]

**Coordinate domain:** In the first of the equations of the coordinate surfaces \((t + x)\) is negative definite, so the coordinate domain is the interior of the lower shell in Fig. 18. The edge of regression is shown in Fig. 19.

**Metric:**

\[
ds^2 = \frac{1}{4} \left[ \frac{(\mu - \rho)(\mu - \nu)}{\mu} d\mu^2 - \frac{(\mu - \nu)(\rho - \nu)}{-\nu} d\nu^2 - \frac{(\mu - \rho)(\rho - \nu)}{\rho} d\rho^2 \right].
\]

**(E.1.a.ii)** \(-\infty < \nu < \rho < \mu < 0\)

There is one family of hyperbolic paraboloids.

**Coordinate domain:** Now \(x - t\) is negative definite, the coordinate domain contains the negative \(x\)-axis (Fig. 18).

**(E.1.b.i.,ii)** Equivalent to (E.1.a.ii), (E.1.a.i), respectively.
There are hyperboloids \((a, b)\) with invariants \([31]\) and paraboloids \((c)\) with invariants \([22]\) among the coordinate surfaces of this group. In all these systems the plane \(x = t\) contributes to the coordinate horizon.

(F.1) Defining equations:

\[(t - x)^2 = -\mu \nu \rho,\]

\[2y(x - t) = \mu \nu + \nu \rho + \mu \rho, \quad -\infty < \nu < 0 < \rho < \mu < \infty.\]

\[t^2 - x^2 - y^2 = \mu + \nu + \rho;\]
Coordinate surfaces:

\[
\frac{(t - x)^2}{\mu} - 2y(t - x) - \mu(t + x)(t - x) + \mu y^2 + \mu^2 = 0,
\]

\[-\frac{(t - x)^2}{-\nu} - 2y(t - x) + (-\nu)(t + x)(t - x) - (-\nu)y^2 + \nu^2 = 0;\]

- one family of hyperboloids of two sheets, one of one sheet.

Horizons:

<table>
<thead>
<tr>
<th>Edges of regression:</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t - x = -k^2 \frac{\lambda + 3k}{\sqrt{2}} ), ( t + x = \pm \frac{3k}{2\sqrt{2}} ),</td>
</tr>
<tr>
<td>( t + x = -\frac{\lambda - 1}{k^2 \sqrt{2k^3}} ), ( t - x = \pm \frac{1}{2\sqrt{2k^3}} ),</td>
</tr>
<tr>
<td>( y = \lambda ), ( y = \pm \frac{3}{2\sqrt{2k}} );</td>
</tr>
<tr>
<td>( 0 &lt; k &lt; \infty )</td>
</tr>
</tbody>
</table>

The horizons are shown in Fig. 20, their edges of regression in Fig. 21. (The dashed lines are the edges of regression reflected in the \((t, x)\)-pane, they are drawn only to give a better impression of the curves in three-dimensional space.)
Coordinate domain: The coordinate domains of (F.1.a) are drawn in Fig. 22, each of them consisting of two components, one above and one below the plane $x = t$. In (i) $y$ can assume either sign, so this coordinate domain is bounded by the plane $x = t$ and the upper, respectively the lower shell in Fig. 20; one single component is shown in Fig. 22.
Metric for (a): 
\[ \text{d}s^2 = \frac{1}{4} \left[ \frac{(\mu - \rho)(\mu - \nu)}{\mu^3} \text{d}\mu^2 - \frac{(\mu - \rho)(\rho - \nu)}{\rho^3} \text{d}\rho^2 \right. \\
\left. - \frac{(\mu - \nu)(\rho - \nu)}{-\nu^3} \text{d}\nu^2 \right]. \]

\(\text{(F.1.a.ii)}\) \(\infty < \nu < \rho < \mu < 0\).  
There is one family of hyperboloids of one sheet.  

Coordinate domain: Now \(t^2 - \mathbf{x}^2 - \mathbf{y}^2 < 0\), so the coordinate system must lie outside the lightcone, furthermore, \(y(\mathbf{x} - t)\) is strictly positive, so that the sign of \(y\) is definite in each component; these conditions are fulfilled for the two small regions shown in Fig. 22.

\(\circ (\text{F.1.b})\) Equivalent to (F.1.a.i).

\(\text{(F.1.c.i)}\) Defining equations:

\[(t - \mathbf{x})^2 = \mu \nu \rho, \]

\[t^2 - \mathbf{x}^2 = \mu \nu + \mu \rho + \nu \rho, \quad 0 < \nu < \rho < \mu < \infty.\]

\[2y = \mu + \nu + \rho; \]

Coordinate surfaces (hyperbolic paraboloids):

\[\frac{(t - \mathbf{x})^2}{\mu} - (t - \mathbf{x})(t + \mathbf{x}) + 2\mu y - \mu^2 = 0.\]

Horizon: \quad Edge of regression:

\[t = -\left(\frac{k}{4} + \frac{1}{k}\right)\lambda - \frac{3}{2k} + \frac{2}{k^3}, \quad t = -\frac{3}{k} - \frac{4}{k^3}, \]

\[\mathbf{x} = \left(\frac{k}{4} - \frac{1}{k}\right)\lambda + \frac{3}{2k} + \frac{2}{k^3}, \quad \mathbf{x} = \frac{3}{k} - \frac{4}{k^3}, \]

\[y = \lambda, \quad y = \frac{6}{k^2}.\]

The horizons are shown in Fig. 23, with its edge of regression being easily seen.  

Coordinate domain: \(y\) is strictly positive, one component is shown upside left between the plane \(t = -\mathbf{x}\) and the ruled surface in Fig. 23.
Metric:

\[ ds^2 = \frac{1}{4} \left[ \frac{(\mu - \rho)(\rho - \nu)}{\rho^2} \, d\rho^2 - \frac{(\mu - \rho)(\mu - \nu)}{\mu^2} \, d\mu^2 - \frac{(\mu - \nu)(\rho - \nu)}{\nu^2} \, d\nu^2 \right]. \]

\[ (\text{F.1.c.ii}) \quad -\infty < \nu < \rho < 0 < \mu < \infty. \]

Coordinate surfaces:

\[ \frac{(t - x)^2}{\mu} - (t - x)(t + x) + 2\mu y - \mu^2 = 0, \]

\[ \frac{(t - x)^2}{-\nu} + (t - x)(t + x) + 2(-\nu)y + \nu^2 = 0. \]

Two families of hyperbolic paraboloids.

\textit{Coordinate domain:} Now \( y \) can assume either sign, one component is seen at the right-hand side in Fig. 23, extending behind the ruled surface.

\( \circ(\text{F.1.d}) \) Equivalent to (c.ii).

\( \textbf{(G)} \) This is one coordinate system with one family of hyperbolic paraboloids as coordinate surfaces and the Segre type [4].
Defining equations:

\[ 2(t - \infty) = \mu + \nu + \rho, \]
\[ 2(t + \infty) = -\frac{1}{2}\mu\nu\rho + \frac{1}{4}[\nu^2(\rho + \mu) + \rho^2(\mu + \nu) + \mu^2(\nu + \rho) \]
\[ - (\mu^3 + \nu^3 + \rho^3)], \]
\[ 4y = \mu\nu + \mu\rho + \nu\rho - \frac{1}{2}(\mu^2 + \nu^2 + \rho^2), \]
\[ -\infty < \nu < \rho < \mu < \infty. \]

Coordinate surfaces:

\[ (t - \infty)^2 - \frac{2}{\mu}(t - \infty)y - 2\mu(t - \infty) + \frac{1}{\mu}(t + \infty) + 2y + \mu^2 = 0. \]

Coordinate domain: The enveloping surface of the common lightlike tangent planes and its edge of regression shown in Fig. 23 are the same as in (F.1.c). The difference is the following:

In (F.1.c.ii) \( t = -\infty \) is an asymptotic plane and a boundary to coordinate surfaces, in (G) it is merely one among the common tangent null planes whose enveloping surface is the horizon. It is tangent to the paraboloids at their saddle-points at the line \( t = -\infty, y = 0 \). Each paraboloid continues symmetrically across this plane, intersecting it in a pair of straight lines (generators).

Metric:

\[ ds^2 = \frac{1}{4}[-(\mu - \rho)(\mu - \nu)d\mu^2 - (\mu - \nu)(\rho - \nu)d\nu^2 \]
\[ + (\mu - \rho)(\rho - \nu)d\rho^2]. \]

6. Completeness, Further Separable Systems

From the 31 coordinate systems (B.1)–(G) described here one covers the whole space-time (B.1.a), one a half-space (D.1.d), the remainder has general “null-developable” horizons. Altogether there are 10 different lightlike surfaces and 29 types of coordinate domains delimited by them.

In search for completeness further methods may be applied. First, if the real axis is partitioned into intervals by the parameter values which render \( Q \) singular (for example, the values 0, 1, a in (B.1.a–d)), one can test all the different possibilities of \( \mu, \nu, \rho \) lying (together or separated) in these intervals, whether they yield real values for \( t, x, y \) and a Lorentz metric. A further valuable help comes from the graphics of the horizons:
Starting from a certain coordinate patch and crossing the horizon one leaves the domain of this group of coordinates, crossing it a second time, one enters into another patch of the same group.

There are 51 further coordinate systems part of which are generated by translation, rotation, or boost from a two-dimensional system of separating coordinates in a timelike or spacelike plane, or arise from two-dimensional coordinate systems in a timelike plane by the less familiar lightlike (isotropic) rotation achieved by the Lorentz matrix

\[
L^i_k = \begin{pmatrix}
1 + \frac{b^2}{2} & -\frac{b^2}{2} & b \\
\frac{b^2}{2} & 1 - \frac{b^2}{2} & b \\
b & b & 1
\end{pmatrix}, \quad b \in \mathbb{R},
\]

which leaves the vector \((1, 1, 0)\) invariant. This transformation rotates every plane through the line \(x = t\) rigidly around this axis; this family of planes with the common line \(x = t\) is found among the coordinate surfaces. Other systems have a radial coordinate, they contain families of cones as limiting cases of quadrics. The horizons of all these coordinate systems, if any, consist of parts of planes and lightcones. An overview over the complete number of ordinarily separable coordinates in \(2 + 1\) - dimensional Minkowski space may be found in [19].
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