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Abstract

Mortality in Algeria has declined significantly since the country declared its independence in 1962. This trend has been accompanied by improvements in data quality and changes in estimation methodology, both of which are scarcely documented, and may distort the natural evolution of mortality as reported in official statistics. In this paper, our aim is to detect these methodological and data quality changes by means of the visual inspection of mortality surfaces, which represent the evolution of mortality rates, mortality improvement rates and the male-female mortality ratio over age and time. Data quality problems are clearly visible during the 1977–1982 period. The quality of mortality data has improved after 1983, and even further since the population census of 1998, which coincided with the end of the civil war. Additional inexplicable patterns have also been detected, such as a changing mortality age pattern during the period before 1983, and a changing pattern of excess female mortality at reproductive ages, which suddenly appears in 1983 and disappears in 1992.
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1 Introduction

Mortality analysis remains a common approach to assessing the efficiency of public health programs (Purdy et al. 2013) and related improvements in the living conditions of a given population (Elo and Preston 1992). The quality and validity of such analyses relies to a large extent on the quality of the underlying data, which is often far from perfect in the context of developing countries. Thus, whenever
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possible, it is essential to assess, evaluate and correct these data, as well as estimates based on these data. Assessing and correcting historical mortality estimates is, however, very complex when the crude data used to estimate mortality indicators are not provided, or when the methods used to correct and adjust crude counts are not well known. In such cases, the regularity of the time series of mortality indicators can be used to detect data quality or methodological issues (Rey et al. 2011). In the absence of extreme events like wars, epidemics or geopolitical restructuring, the evolution of different mortality indicators over time, such as life expectancy, age-specific mortality rates, age patterns of mortality improvement and male-female mortality ratios, is expected to happen in a gradual and smooth fashion (Vékás 2020). Sudden changes in these indicators are often due to changes in data processing (Börger et al. 2018), or are related to data quality issues.

Our aim in this paper is to assess historical mortality estimates for Algeria, where life expectancy at birth has increased from 47 years in 1962 to 77.7 years in 2018. While there is a large body of literature on the evolution of mortality in Algeria (Salhi 1984; Daoudi 2001; Hamza-Cherif 2011), most of these studies did not analyse the effects of methodological changes or data quality on the estimated outcomes. One exception is Flici (2020), who performed a change-point analysis on the evolution of life expectancy at birth for the Algerian population from 1977 to 2018, both sexes combined (Figure 1). The aim of the change-point analysis was to detect significant changes in the general life expectancy level, and its improvement rate. The analysis concluded by splitting the series of life expectancy at birth, initially assumed to be of an S-logistic shape, into S-logistic segments separated by four change-points corresponding to 1983, 1992, 1998 and 2008. Except for a

![Figure 1: Evolution of life expectancy at birth (Algeria: 1962–2018) fitted using S-logistic segments](source: Flici (2020).)
steep decline in survival due to the civil war between 1992 and 1998, all of the change-points could be linked to methodological modifications in the estimation of life expectancy. For example, one change-point in 1983 was attributable to an update of the correction factors for death registration incompleteness, and, ultimately, to a change in mortality adjustment methods. Similarly, a change-point in 2008 was due to an update of the population structure based on the census data collected in the same year. Even the observed decline in survival related to the civil war was amplified by changes in the data and methods used for the estimations.

While change-points analyses like that of Flici (2020) can be useful for detecting points in time when general mortality increases (or decreases) significantly due to either mortality shocks or methodological changes, this method is not able to detect all of the data quality problems in the Algerian context, as some significant changes could still be hidden in the mortality age pattern even after a change-point analysis of life expectancy trend has been conducted. In this paper, we seek to fill this gap by investigating the changes that occurred in the mortality age pattern of the Algerian population from 1977 to 2018. Thus, our study is intended to complement the analysis by Flici (2020). In particular, we focus on the break points that have already been defined (i.e., 1983, 1992, 1998 and 2008), and on the inter-break-points periods. We propose the use of data visualisation techniques, not only to study natural variations of mortality, but also, and more importantly, to detect changes that may reflect methodological changes or data quality issues. To this end, we visually inspect a variety of indicators in order to detect any unexpected, irregular or inexplicable patterns over age or over time: namely, the mortality age pattern, the age pattern of mortality variation rates and the male-female mortality ratios.

Shedding light on the unexpected and inexplicable patterns of the different mortality indicators may help to correct the historical evolution of mortality indicators as reported in official statistics, and to better separate the natural evolution of these indicators from the effects of methodological and data quality changes. Our aim is to make evaluating public health policies using mortality indicators more relevant and more pertinent. In addition, we expect that improving the quality and the stability of historical data will improve the robustness of mortality forecasts.

In Section 2 of this paper, we provide a short literature review of analyses of mortality patterns using data visualisation techniques, and we briefly discuss the potential sources of bias when estimating life tables using incomplete data. Next, we describe the Algerian mortality data, and we present the data visualisation methods we use to highlight the methodological changes and the data quality imperfections in the Algerian context. We then present our results in Section 3, and discuss our findings in Section 4.
2 Material and methods

2.1 Analysing mortality patterns using data visualisation techniques

Since the emergence of demography as a science, graphical representations have attracted considerable interest as tools of analysis. This interest further expanded in the second half of the 19th century (Caselli and Enzo 1990), which led to the development of the well-known concept of the ‘Lexis diagram’ (Lexis 1875), a two-axes plane that crosses time (jointly with the year of birth) and age, and that represents the survivorship and deaths of a group of individuals (Keiding 1990). Arthur and Vaupel (1984) used the term ‘Lexis surface’ to describe a two-axes plane (age vs. time) representing demographic rates or counts (Vaupel et al. 1987), which are also called a ‘demographic surface’ or a ‘population surface’ (Vaupel et al. 1985). The concept of a ‘mortality surface’ was used by Vaupel et al. (1985) to specify mortality-related measures. Gambill and Vaupel (1985) and Gambill et al. (1985) also employed an improved version of the ‘contours map’ from Delaporte (1942) to visualise different mortality and demographic measures.

As well as focusing on visualising mortality indicators such as death counts, life expectancy by age, changes in life expectancy by age and cause-specific mortality rates, Vaupel et al. (1987) extended the techniques to visualise other demographic measures, such as population distributions, fertility rates and the ratio of males to females in a population. Likewise, Wilmoth (1985) used Lexis maps to separate age, period and cohort effects on mortality, while Caselli et al. (1985) used the same technique to analyse mortality in Italy. Moreover, Gambill et al. (1986b) used this technique to analyse cause-specific mortality in Japan.

In addition to representing a pertinent tool for mortality data visualisation (see, for example, Aburto and van Raalte 2018; Remund et al. 2018; Rau et al. 2018), Lexis maps have, in recent years, regained their place as a tool for mortality analysis (Minton et al. 2013; Minton 2014; Vanderbloemen et al. 2016; Minton et al. 2017), with some enhancements being introduced mainly through computer software developments. For example, Minton et al. (2017) compared excess mortality in Scotland with that in the UK as a whole and in other Western European countries based on a visual inspection of the Lexis map representing the mortality ratios between the populations for the period from 1950 to 2010. Their aim was to detect through visual inspection unexpected patterns or patterns showing age, time or cohort dependence.

In this paper, we use a similar approach. We start by visualising the Lexis map of mortality rates in logarithm form for the 0, 1–4 and 5–9 age groups, and then by five-age intervals until the 74–79 age group, for the period from 1977 to 2018, for males and females combined. We then analyse the Lexis maps of the mortality variation rates (mortality variation surface) and of the male-female mortality ratios (sex ratio mortality surface). These analyses are complemented with numerical analyses and
simple plots when needed. All of the Lexis map type visualisations presented in this paper have been created using the R-package ‘plot3D’.

2.2 Potential sources of bias when estimating life tables based on crude data

In this subsection, we describe the various steps of the process, starting with collecting crude data from the civil registration system to estimating national life tables. We also discuss the shortcomings in this process that have the potential to bias the final estimates. In particular, irregularities can stem from death counts and their corrections, population data and related adjustments, and model life tables (MLTs).

The life tables are calculated based on the death counts and the population numbers distributed by age and sex (United Nations 1961). These death counts are frequently drawn from the crude numbers reported to the civil registration system, and are corrected for incompleteness when death registration is not complete. Such corrections can usually be made using either survey-based estimations (Moriyama 1990) or indirect methods (Brass 1975; Preston and Hill 1980; Preston et al. 1980; Adair and Lopez 2018).

As is the case in many developing countries, in Algeria, the completeness of death registration has improved significantly since the 1970s, but has historically been low. According to estimates of the Multi Rounds Demographic Survey (MRDS-1970), death registration completeness in Algeria was 60.6% in 1970 (Daoudi 2001), had increased to nearly 64% by 1977, and remained at approximately that level in 1978 and 1980 (Daoudi 2001; Hamza-Cherif 2011). The Workforce and Demography Survey of 1982 provided a survey-based estimation of death registration completeness for 1981 of around 81% (Daoudi 2001). If we assume that the estimates for 1981 are more reliable than those for the 1977–1980 period, then the sudden jump observed in 1981 may be attributed to the underestimation of death registration completeness for the previous period (Daoudi 2001). This pattern should, in turn, lead to an underestimation of life expectancy for the same period that should be offset when the new correction factors have been introduced. However, the death registration completeness rates for 1981 were used by the Office of National Statistics (ONS) to correct the crude death counts in response to the death registration incompleteness only from 1983 onwards (Flici 2020). The same correction factors were used continuously, without any updates, until 2002, when the Algerian Family Health Survey was conducted (ONS 2003). The new correction factors have been applied with retroactive effect from 1998 onwards, and are still being used to adjust registered deaths (ONS 2020), without being published.

In contrast to deaths, which are continuously recorded by the civil registration system, population censuses are usually taken every 10 years. In Algeria, five previous population censuses were conducted in 1966, 1977, 1987, 1998 and 2008. A sixth census is currently being performed, and the results of this census are
expected to be available by the end of 2021. The population age structure during the intercensal periods is usually estimated by making projections based on past trends (ONS 2005; 2008); based on vital statistics, while assuming zero net migration (ONS 2003; 2020); or simply by assuming that the population age structure remains constant between censuses (ONS 2010). Usually, gaps arise when old estimates are compared to those provided by new censuses, which can lead to some irregularities and jumps in mortality indicators over time (Flici 2020).

In Algeria, as in many other developing countries, another fundamental step involved in constructing national life tables is using regional model life tables (MLTs) to adjust the curve of age-specific mortality when it is irregular, or does not follow a conventional shape (Mouffok 1984). Several MLT systems have been developed for this purpose, such as the United Nations MLTs (United Nations 1982) and the MLTs of Princeton (Coale and Demeny 1966; Coale et al. 1983; Coale and Guo 1989). In addition to the effect on life expectancy estimates of the choice of the MLT (McCaa 1978), a change in the choice of the MLT system – or in the group of MLTs within the same system – used for adjustment can lead to inconsistencies in the life expectancy time series. This kind of effect was observed in Algeria in 1983, when there was a sudden jump that was mainly attributable to a change in the MLT used, as reported by Flici (2020).

2.3 Data

To assess the irregularities related to data quality and estimation methods in mortality estimates for Algeria, we use the national life tables published annually by the ONS from 1977 to 2018. The abridged life tables are published for males, females and the total population at ages zero, 1–4 years and then by five-age intervals until the open age group, which has been varying irregularly from 70 years and older to 85 years and older. From 1998 onwards, these national life tables have been published annually. Before 1998, there were no published life tables for some years; namely, for 1979, 1984, 1986, 1988, 1990, 1992 and 1997.

2.4 Estimating and visualising mortality estimates

For our analysis, a complete mortality surface is required, or the missing calendar years life tables need to be estimated. In addition, based on a common closure age of 80 years for the whole mortality surface, the life tables closed out at younger ages need to be extended up to 80 years. To this end, we propose extending the life tables closed out earlier than at age 80 using the Gompertz model (Gompertz 1825). Consequently, we estimate the mortality rates for the 70–74 and 75–79 age groups for the years 1983, 1985 and 1987, and the mortality rates for the 75–79 age group for the 1993–1996 period. Then, we estimate the missing life tables for 1979, 1984, 1986, 1988, 1990, 1992 and 1997 using linear interpolation. It is important to note that the life table for 1998 was first published in 1999, and was revised in 2002 using
the death completeness rates estimated in 2002, combined with the population age structure from the population census of 1998. Thus, there are two versions of the life table corresponding to 1998. In order to estimate the life table for 1997 using linear interpolation between 1996 and 1998, it is advisable to use the old life table for 1998, rather than the revised life table.

While analysing mortality surfaces is supposed to provide a general overview of mortality improvements, especially during the periods when mortality shocks occurred, some effects may be hidden from the reader. Hence, it is necessary to complement the analysis using other indicators. Visualising the Lexis diagram of the mortality variation rates with the age groups on the vertical axis and the time on the horizontal axis is assumed to highlight the ages for which drastic changes were recorded during the studied periods, and the time periods for which unexpected changes were recorded. We consider \( nQ_{x,t} \) the mortality rate of the age group \([x, x + n]\) during the year \(t\). The age \(x\), in our case, is equal to 0, 1, 5, and then to a step of five years. The year \(t\) goes from 1977 to 2018. A mortality variation rate is defined by

\[
\frac{nV_{x,t}}{nQ_{x,t-1}} - 1.
\]

We note that the mortality variations rates are estimated for males and females combined.

The colour scale of the resulting mortality variation surface is defined in order to distinguish different degrees of variation: a slight reduction \((-5\% < nV_{x,t} < 0\%)\), a moderate reduction \((-10\% < nV_{x,t} \leq -5\%)\), a sharp reduction \((nV_{x,t} \leq -10\%)\), stagnation or a slight increase \((0\% \leq nV_{x,t} < 10\%)\), a significant increase \((10\% \leq nV_{x,t} < 20\%)\), a sharp increase \((20\% \leq nV_{x,t} < 40\%)\) and, finally, a drastic increase \((nV_{x,t} \geq 40\%)\). In addition, contours are plotted around variation rates of +10% and −10% to better visualise large variations.

In order to continue with the mortality variation analysis, and considering the change-points already defined by Flici (2020), we visualise the age pattern of mortality variation at the change-points compared to during the inter-change-points periods. Using simple plots, this step aims to detect changes in the age pattern of mortality variation from one period to another, and to detect the ages that benefited the most from mortality reduction over time. In addition, this step seeks to visualise the effects of mortality shocks and methodological changes on the different age groups.

Another way to complement the mortality surface analysis is to visualise the male-female mortality ratio surface for \(t\) from 1977 to 2018, and for the ages 0, 1, 5, 10, ..., 75 years. The male-female mortality ratio, noted as \(nR_{x,t}\), is calculated by the ratio of the male mortality rate at the age group \([x, x + n]\) during the year \(t\) to the corresponding female mortality rate. It can be written as \(nR_{x,t} = nQ_{x,t}^m / nQ_{x,t}^f\) with \(m\) and \(f\) referring to male and female, respectively. The visualisation of the Lexis diagram of \(nR_{x,t}\), or the mortality sex ratio surface, as in Rigby and Dorling (2007),
is assumed to highlight unexpected patterns caused by the effects of the methodological changes and the data imperfections.

Differences in mortality by sex have been linked to a set of environmental factors (Crimmins et al. 2019), biological differences (Kruger and Nesse 2004; Rogers et al. 2010) and, more importantly, differences between males and females in risk-taking behaviour (Rigby and Dorling 2007). All over the world, females generally have longer life expectancy at birth than men (Population Reference Bureau [PRB] 2020), but mortality can be higher for females than for males at certain ages during specific periods of time (Wisser and Vaupel 2014). The male-female gap in life expectancy at birth ranges from one year (e.g., Algeria, Burkina Faso) to 10 years (e.g., Ukraine, Russia) (PRB 2020). In most industrialised countries, the life expectancy gap between males and females was increasing until the 1980s, and started decreasing thereafter (Meslé 2004).

Building on the historical evolution of the age pattern of male-female mortality and the life expectancy gap between males and females, several different patterns have been observed since the beginning of the 21st century. Thus, analysing sex ratios can shed light on the unexpected patterns that arise due to data quality issues or changes in the vital registration system.

3 Results

3.1 The mortality surface

In an initial visual inspection of Figure 2, two general aspects of the evolution of mortality in Algeria are apparent: i.e., there has been a general improvement in mortality over time, and a continuous increase in mortality with age. Very high mortality rates are shown in red, while the lowest rates are displayed in dark blue. Accordingly, we can see that an individual is less likely to die at ages 5–9 years than s/he is during the rest of his/her life course. The increasing intensity of the blue colour over the years reflects decreasing mortality rates. The rising contour lines indicate an augmentation of the age at which a given level of mortality is reached. When the contour lines are distanced by one in a logarithmic scale, the rates return to levels multiplied by 2.72 in the real scale. This means that the levels defined by \(-6, -5, -4, -3, -2\) and \(-1\) in Figure 2 correspond to mortality rates of \(0.0025, 0.0067, 0.0183, 0.0498, 0.1353\) and \(0.3678\), respectively.

Nonetheless, the effect of the civil war during the 1990s is visible between ages 15 and 49. The decline of the contour line corresponding to \(\log(nQ_x) = -5\) starting in 1992 means that this mortality level, corresponding to \(nQ_x = 0.0067\), was crossed at earlier ages than usual: i.e., around age 20, on average, during the 1992–1997 period, compared around age 25 during the preceding years. The line corresponding to \(-4\), which is situated at relatively higher ages, marks a smaller decline, which means that the effects of the civil war were less meaningful at around ages 40 and 49 than they were at younger ages.
Figure 2:
The surface of five age log mortality rates (Algeria: 1977–2018)

Sources: Authors’ computations based on data provided by ONS (2012) for 1977–2011; ONS annual publications for 2012–2018. Missing data were estimated by extrapolation and interpolation.

Moreover, in Figure 2, the disconnection of the map shade in 1983 reflects a sharp increase in mortality at ages five to 19, accompanied by a sharp decrease in mortality at ages 20 and older.

3.2 Mortality reduction

Figure 3 shows the annual rates of variation in mortality rates, which range from a minimum of $-53\%$ (indicating that mortality decreased, or improved, by one-half) and a maximum of $+67\%$ (indicating that mortality increased by two-thirds). The colour scale ranges from dark blue, representing a significant reduction in mortality; to dark red, representing a significant increase in mortality. Contour lines were added at the levels corresponding to $+10\%$ and $-10\%$.

Between 1977 and 1978, mortality decreased at ages 0–4, while it increased significantly at ages 5–19. This pattern was reversed in the 1979–1980 period, and mortality returned to decreasing moderately in the 1981–1982 period. Among the 30–44 age group, mortality was increasing noticeably from 1978 to 1980. In 1983, the different age groups reacted very differently to the general evolution of mortality: i.e., mortality suddenly decreased by more than one-half in the 1–4 age group; it increased by more than 30% in the 5–9 age group and by 60% in the 10–14 age group; and it declined by between 10% and nearly 50% in the 15–64 age group.
Figure 3:

Sources: Authors’ computations based on data provided by ONS (2012) for 1977–2011; ONS annual publications for 2012–2018. Missing data were estimated by extrapolation and interpolation.

Note: Mortality variation rates are calculated as the rate of increase/decrease in mortality rates for the different age groups between years \((t - 1)\) and \(t\). The figure shows a variation interval ranging from −53% (blue) to +67% (red). The contours indicate the variations surpassing 10% (in both senses).


After the start of the civil war in 1992, mortality increased in all age groups between zero and 49 years (except at ages 10–14), and especially at ages 20–44. A similar pattern was observed in 1993 and 1994, reflecting increases in the intensity of violence, which reached peak levels in 1994. Mortality was at approximately the same level in 1994 and 1995. In 1996 and 1997, mortality was decreasing steadily at all ages, but most significantly in the 20–29 age group.

In 1998, a sharp decline in mortality was observed at all ages, which means that there was a general decrease in mortality. In 1999, mortality continued to improve significantly for some age groups, and especially from ages one to 34 years. Thereafter, the evolution of mortality was more regular than it had been before 1998. However, sharp reductions in mortality can be observed during certain years in certain age groups: e.g., in the 20–44 age group in 2002, and in the 5–39 age group in 2004.

Figures 4 and 5 display the five-year age average variation of mortality rates by period, and the age pattern of mortality variation at the change-points defined by Flici (2020) based on the S-logistic segmentation. The analysis of the evolution of mortality rates by age revealed that the 1–4 age group benefited the most from the
general improvements in mortality from 1977 to 2018, with an average annual rate of mortality reduction of 6% (Figure 4(a)); followed by the 5–9 age group, with a rate of nearly 5%; and by age zero, with a rate of 4.2%. The average annual rates of mortality reduction during this period for the other age groups were as follows: between 3% and 4% for the 10–34 age group, between 2% and 2.5% for the 35–54 age group, and between 1% and 2% for the 55+ age group. Thus, we can conclude that the younger age groups benefited more than the older age groups from the general improvement in mortality.

When we look at the age patterns of the average rates of mortality reduction during the 1983–1991 (Figure 4(c)), 1998–2007 (Figure 4(e)) and 2008–2018 (Figure 4(f)) periods, we see that the pace of mortality reduction was decreasing over time, and that the rate was generally decreasing with age. The average age patterns displayed during the 1977–1982 (Figure 4(b)) and 1992–1997 (Figure 4(d)) periods differed significantly from those in the other periods. This was likely due to the high variability of the age pattern of mortality variation, which was changing substantially in the abovementioned periods. Hence, simply estimating average patterns would have hidden these complex age patterns.

On the other hand, the decomposition of the change-point of 1983 (Figure 1) into age-specific variation (Figure 5(a)) revealed a sharp reduction in mortality at
ages 20 and older, accompanied by a significant increase in the 5–14 age group. Figure 5(d) provides some insights that cannot be gleaned by simply looking at the mortality variation surface (Figure 3), even if a change-point for the evolution of life expectancy at birth in that year could be observed (Figure 1). In 2008, the average rate of mortality reduction fell to 1.7%, after it was 3.3%, on average, during the 1999–2007 period. This sudden decline in the general mortality reduction rate was accompanied by a slight distortion of the age pattern, as the rate of mortality reduction for the 1–19 age group suddenly jumped to nearly 7%, from half that level during the previous period. By contrast, the rate of mortality for the 30–49 age group unexpectedly increased by nearly +2%, after decreasing at an average rate of 3.6% during the previous period.

3.3 The evolution of the male-female differential mortality

The gap in life expectancy between males and females and the mortality sex ratio (MSR) represent complementary tools for measuring death registration completeness (Tabutin 1991). When we look at the evolution of male and female life expectancy (Figure 6), we can see that the two curves have followed similar trends, maintaining an average gap of 1.65 years, which is much smaller than the gaps observed in other North African countries (Tabutin and Schoumaker 2005).

Between 1977 and 2018, men gained 23 additional years of life expectancy from 54.2 to 77.1 years; with an average annual gain of 204 days per year. Women gained slightly fewer years of additional life expectancy (22.3 years), from 56 to 78.4 years; with an average annual gain of 198.5 days per year. The gender gap in life expectancy was as large as 2.5 years in the period before 1983. The gap narrowed by 60% in the following period, and had reached 0.3 by 1989. The gap widened
Figure 6:

![Graph showing male-female differentials in the evolution of life expectancy from 1977 to 2018.](image)

Sources: Authors’ computations based on data provided by ONS (2012) for 1977–2011; ONS annual publications for 2012–2018. Missing data were estimated by interpolation.

again starting in 1989, reaching 2.3 in 1994, the year when mortality associated with the civil war reached its highest level. After 1994, the gap gradually narrowed, declining to 1.3 by 2018.

Figure 7 shows the male-female mortality ratio from 1977 to 2018 for ages zero, 1–4 and 5–9, and then by five-age groups until ages 75–79. Excess female mortality can be observed in many sub-surfaces of the Lexis map marked with dark blue: i.e., between ages 20 and 29 in 1977 and between ages 30 and 44 in the following year. The 20–29 age group almost returned to having excess female mortality during the 1983–1988 period. For the 30-49 age group, excess female mortality was observed between 1989 and 1991. Moreover, excess female mortality was recorded for the 1–4 age group until 1998, and extended up to age nine during the 1986–1990 period.

In addition, until 1982, relatively high excess male mortality was observed: i.e., high excess male mortality was detected in the 45–59 age group in 1977, in the 55–74 age group in 1978 and 1979, and in the 35–64 age group from 1980 to 1982.

The effects of the civil war on the male-female mortality gap were noticeable starting in 1992 with the 20–29 age group, and spread rapidly in the following years to the 15–34 age group. In 1994 and 1995, men aged 20 to 29 were two to three
Figure 7:
Mortality sex ratio surface (Algeria: 1977–2018)

Sources: Authors’ computations based on data provided by ONS (2012) for 1977–2011; ONS annual publications for 2012–2018. Missing data were estimated by extrapolation and interpolation.

Note: The mortality sex ratio at age \( x \) and time \( t \) is calculated by the ratio of the male mortality rate at age \( x \) and time \( t \) to the female mortality rate at age \( x \) and time \( t \). Male mortality is usually slightly higher than female mortality. The plot shows that the MSR ranged from slightly less than one with excess female mortality, to more than 2.5 (dark red) with excess male mortality. The contours lines mark the one, 1.3 and two levels.

times more likely to die than their female counterparts. After the civil war ended, the male-female mortality ratio among the 15–34 age group decreased, but was still larger than it was in the other age groups, and than it was before the start of the civil war.

4 Discussion

The aim of this paper was to assess the Algerian mortality data between 1977 and 2018 based on a visual inspection of Lexis maps representing different mortality indicators over age and time. Thus, we sought to complement the findings by Flici (2020), who detected important level jumps and slope changes attributable to methodological changes and data quality issues. Our analysis contributed to research on this topic by further considering variations in the mortality age patterns, which led to important additional insights into the evolution of life expectancy in Algeria. Overall, mortality rates in Algeria were decreasing over time, but the younger age groups benefited much more from that development than the older age groups, as the pace of the mortality decline decreased substantially with age. Our assessment of the quality of the mortality data represents a fundamental step towards
evaluating the efficiency of public health policies. The main assumption we adopted was that under normal conditions – i.e., in the absence of mortality shocks – the evolution of mortality indicators should be gradual and smooth. Thus, we assumed that any irregular and unexpected patterns were likely attributable to the effects of methodological changes or data quality issues.

Our analysis of the mortality surface, the mortality variation surface and the male-female mortality ratios surface revealed that the different mortality measures were more stable after than before 1998. This pattern can be linked to data quality improvements and the relative stability of the methodology used to construct national life tables. Indeed, death registration completeness and the quality of population estimates were much better after 1998 than they were during the civil war (1992–1997) or in the preceding period. Overall, we found clear signs of data quality improvements over time, which means that the vital statistics have also become more reliable. Thus, official statistics no longer have to depend solely on indirect estimation techniques to derive measures of mortality.

The high variability of the mortality age pattern we observed during the 1977–1983 period, which was more evident on the mortality variation surface, might be attributable to changes in the methodology for the adjustment of the crude mortality curves using the MLTs. In addition to the opposite variations in mortality rates at the different ages, we observed extreme reversals of trends over time. Similar changes in patterns were detected on the sex ratio surface. In addition, we found evidence that death registration completeness was underestimated in the period before 1983. Indeed, the completeness rates for 1977–1980, which were not obtained through a specific survey (Hamza-Cherif 2011), were estimated to be merely 64%, whereas the Workforce and Demography Survey provided a completeness rate estimate of 81% for the year 1981 (Daoudi 2001). If death registration completeness was underestimated during the 1977–1982 period, given that the new rates were not used until 1983 onwards (Flici 2020), mortality should have been overestimated during that period. The revision of correction factors for incompleteness resulted in a downward shift in mortality, which is easily noticeable on the mortality surface as a cut of the evolution pattern, and on the mortality variation surface as a vertical line dominated by dark blue. Despite this overall increase in mortality observed in 1983, some age groups were found to have experienced significant decreases in mortality, which led to a distortion of the mortality curve between 1982 and 1983. This distortion was probably due to the changes in the mortality adjustment methods, and in the group of MLTs considered adequate for Algeria.

As the mortality indicators were more stable from 1983 to 1991, the data quality and the methods used for the estimates over this period may have been more stable as well. However, different patterns are displayed after and before 1989 on the mortality sex ratio surface. While the excess female mortality observed at reproductive ages (i.e., 15–49 years) during certain years of the period from 1983 to 1991 can be linked to the effects of maternal mortality, as the theory would suggest (De Forts 1998); the irregularity displayed around 1989 is intriguing. Despite the evidence of the importance of maternal mortality during this period, there are two
findings that make it difficult to distinguish natural evolution from the effects of data quality: the observation that the surface delimiting excess female mortality suddenly shifted from the 20–29 age group in 1983–1988 to the 30–49 age group in 1989–1991; and the finding that this effect appeared suddenly in 1983, and then disappeared suddenly in 1992. Indeed, even in a context of high maternal mortality, changes that are driven by actual increases or decreases in mortality are not expected to be sudden, but are instead supposed to be gradual. When we looked at reductions in mortality, we found that the 1–14 age group had much larger reductions than the other age groups from 1983 to 1991.

During the civil war, there were two phases with different age patterns of mortality improvements: a phase of dramatic increases in mortality from 1992 to 1994, and then a return-to-normal phase from 1995 to 1997. Mortality due to violence affected the 15–34 age group more than the other age groups, and males more than females. In addition to the excess mortality due to violence, which has been estimated at 200,000 deaths (Kouaouci and Saadi 2013), there were other factors that may have affected data quality during the civil war in the 1990s. For example, while between 5,000 and 10,000 individuals (Martinez 2003) were reported as ‘lost’, it is likely that many of these people died, but their deaths were not registered. In addition, the registration of deaths and of other demographic events was made more challenging because civil service functions were disturbed by acts of terrorism. Some administrative offices, including archives, were destroyed in various cities during the civil war. These two factors, along with many others, may have led to a slight underestimation of the mortality of the Algerian population during the civil war. Unfortunately, these potential disruptions to the registration of deaths are not documented in the official publications of the ONS, or in academic papers.

Levels of violence were reduced towards the end of 1997, when a ceasefire agreement was signed between the government and one of the most important terrorist groups (International Crisis Group 2001), and mortality rates fell significantly between 1997 and 1998. However, the decline in mortality levels in 1998 was attributable not only to the end of the civil war, but also to methodological changes, particularly to the second revision of the correction factors for death registration incompleteness (Flici 2020). Using the death registration completeness rates of 1981 to correct crude counts up to 1998 should have generated an overestimation effect of corrected death counts, since coverage was assumed to have improved since then. The update of the correction factors offset the overestimating effect of the old correction factors, and led to a sudden decrease in mortality. In addition, the update of the population structure using the data provided by the population census of 1998 contributed to the sudden mortality decrease in 1998. It is, however, intriguing that the sharp decline in 1998 was not visible on the mortality sex ratio surface. This jump was easily distinguishable on the mortality surface, and was much more visible on the mortality variation surface.

The period before 1998 was characterised by excess female mortality in the 1–4 age group, which extended to the 5–9 age group in some years. This is not a new phenomenon, and is less likely to be attributable to data quality issues than
to sociological factors, such as better treatment of boys than of girls (Secrétariat d’Etat au Plan 1975), including discrimination against girls in terms of nutrition and medical care, which has sometimes been observed in traditional societies (D’Souza and Chen 1980). Tabutin (1991) found evidence of excess female mortality in the 1–4 age group in Algeria during the 1965–1977 period. Similar patterns have been observed at least until 1990 in many developing countries, including Yemen, Pakistan, Nepal, India, Bangladesh and Iran (Alkema et al. 2014); and at least until the end of the 1990s in the North African countries (Tabutin et al 2007).

After 1998, mortality was evolving at a more regular pace than it was in the period before 1998. This stability, which may reflect not only improvements in data quality, but also stability in the methodology used to construct national life tables, was easily noticeable on the mortality surface, the mortality sex ratios surface and the mortality variation surface. When we looked at the male-female mortality differential, we found that male mortality rates were significantly higher than female mortality rates at ages 15 to 34 until 2018, and that the differential was larger in this age group than in the other age groups. The mortality variation surface displayed some intense changes for certain ages, particularly in 2002 and 2004. The change-point observed by Flici (2020) in 2008 did not appear clearly on the mortality variation surface.

To conclude, we have demonstrated in this paper that analysing mortality evolution by age can uncover some variation patterns that cannot be observed by simply using summary mortality indicators, such as life expectancy at birth or crude mortality rates. The use of Lexis maps, or ‘shaded contour maps’, provides a valuable opportunity to get an informative overview of the evolution of mortality over age and time, and to detect uncommon patterns. However, when using this approach, it is necessary to compare different mortality measures, instead of relying on one measure only. Thus, visualising the mortality sex ratios surface and the mortality variation surface can help us detect certain effects that may be hidden in the mortality surface.
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